Topic 12

Multiple Regression 

	Activity 12-6:  Ice Cream Consumption (cont’d.)


a) Use the data in the SPSS worksheet ICECREAM.MTW XE "ICECREAM.MTW" .  Fit a multiple regression model using price, family income and mean temperature to predict consumption.  Write a summary of your findings including what your regression equation is.

The SPSS results are shown below.  It has a reasonable high 
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value, a significant F value.  The individual t tests indicate that price does not differ significantly from 0, but income and temperature do.
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Consumption = .197 – 1.044Price +.003Income +.003Temperature
b) Do you like this model?  If so, why do you like it?  If not, what would you recommend doing next?

The fact that the t test for price shows that the slope coefficient for it does not differ significantly from 0 make this model less than ideal.  You should try a model with price removed.
	Activity 12-7:  Rating Supervisors


The SPSS data file SUPERVISOR.SAV contains the results of clerical employees of a large financial organization rating the performance of 30 supervisors XE "CARS93.MTW" .  The data come from Regression Analysis by Example, by Chatterjee and Price, Wiley, 1977.  Questions covered six different aspects of supervisor characteristics.  They were the following.
· Handles employee complaints

· Does not allow special privileges

· Opportunity to learn new things

· Raises based on performance

· Too critical of poor performance

· Rate of advancement to better jobs

a) Fit the following three models for predicting rating.  Summarize your findings for each model including what your regression equation is..

· Handles employee complaints

· Does not allow special privileges

· Handles employee complaints and Does not allow special privileges

	Model
	t test p-value
	Adjusted 
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	Handles employee complaints
	.000
	.670

	Does not allow special privileges
	.019
	.152

	Handles employee complaints

Does not allow special privileges
	.000

.702
	.660


The regression equations are as follows.

Rating = 14.376 + .755Complaints

Rating = 42.109 + .424Priveleges

Rating = 15.328 + .780Complaints - .05Priveleges
The model using “Handles employee complaints” has a reasonably high adjusted 
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value and a significant p-value for testing the slope coefficient.  The model using “Does not allow special privileges has a pretty low adjusted 
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value, but the t test p-value indicates that there is evidence the slope coefficient is not 0.  The model using both predictors has a reasonably high adjusted 
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value, the p-value associated with “Handles employee complaints” indicates that this slope coefficient is not 0, but the one associated with “Does not allow special privileges” indicates that this slope coefficient does not differ significantly from 0.
b) How do you account for the fact that, taken individually, both predictors are significant, but taken together one predictor is significant and one is not?

The individual t tests are testing whether this slope coefficient differs significantly from 0 in the presence of the other predictors.  This indicates that “Handles employee complaints” and “Does not allow special privileges” provide much the same information regarding the variability in the rating score.
	Activity 12-8:  Rating Supervisors (cont’d.)


Use the SPSS data file SUPERVISOR.SAV.  Use the principles outlined in this topic to find the “best” multiple regression that uses one, two, or three explanatory variables to predict the supervisor rating.  Show which models you tried and explain why you chose the model you did.  Restrict your investigation to the three questions “Handles employee complaints,” “Opportunity to learn new things,” and “Raises based on performance.” 
	Model
	t test p-value
	Adjusted R2

	Handles employee complaints
	.000
	.670

	Raises based on performance
	.001
	.325

	Too critical of poor performance
	.409
	-.010

	Handles employee complaints

Raises based on performance
	.000
.642
	.660

	Handles employee complaints

Too critical of poor performance
	.000

.989
	.658

	Raises based on performance

Too critical of poor performance
	.001

.649
	.305

	Handles employee complaints

Raises based on performance

Too critical of poor performance
	.000
.631

.878
	.648


Based on the adjusted R2 values and the individual t test p-values the single predictor model using “Handles employee complaints” is to be preferred over the other models under consideration.  The regression equation for this model is
Rating = 14.376 + .755Complaints.
	Activity 12-9:  Aircraft Operating Costs (cont’d.)


Use the data in the SPSS worksheet AIRCRAFT.MTW XE "AIRCRAFT.MTW"  to find the “best” regression model for predicting aircraft operating costs.  Create a table like the one in Activity 12-5 to summarize your findings.  Indicate which model you finally choose and describe why you feel it is preferable to the others you tried.  Give the regression equation for your final model.
	Model
	t test p-value
	Adjusted R2

	Seats
	.000
	.834

	Speed
	.000
	.688

	Range
	.000
	.699

	Fuel
	.000
	.913

	Seats

Speed
	.000

.129
	.843

	Seats

Range
	.000

.016
	.864

	Seats 

Fuel
	.741

.000
	.910

	Speed

Range
	.027

.016
	.744

	Speed

Fuel
	.172
.000
	.916

	Range

Fuel
	.160
.000
	.917

	Seats

Speed

Range
	.000
.748

.061
	.859

	Seats

Speed 

Fuel
	.435
.130

.000
	.915

	Seats

Range

Fuel
	.769
.171

.001
	.914

	Speed

Range

Fuel
	.447
.408

.000
	.915

	Seats

Speed

Range

Fuel
	.544
.360

.508

.001
	.913




Looking at the adjusted R2 values the models with values over .9 should be considered.  Among those only the single predictor model using fuel consumption has t test p-values that are significant for all predictors.  So, it should be selected.  The regression equation for  this model is
Cost = 451.609 + 1.837Fuel
	Activity 12-9:  Predicting College Rankings (cont’d.)


The SPSS data file COLLEGE2000. XE "COLLEGE2000.MTW" SAV contains data on liberal arts colleges in the Northeast.  It contains the overall rating score assigned by US News and World Report and 15 possible explanatory variables.  They are described in the Appendix A, Description of the Data Sets.

If we tried to find the best set of these 15 variables for predicting the score, we would have to consider a large number of different multiple regression models.  There are actually 32,767 possible combinations of predictors.  One method that is used to speed up the process is to employ what is called a step-wise  XE "step-wise regression" approach.  You will note that there is a stepwise option in the regression menu.  We will not use that technique, but we shall employ the idea of that approach.

a) Fit a regression model that uses all 15 variables as predictors.
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b) Begin with the predictor that has the highest p-value that is higher than 0.05 and eliminate it from the model.  Fit the model with fourteen predictors.  
We would eliminate Graduation from the model to get the following.
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c) Continue as above until you have a set of predictors where each has a p-value less than 0.05.

Explanatory variables are eliminated in the following order: Percent 50, Student/Faculty ratio, SAT 75, Alumni rate, Percent 20, Acceptance rate, and stop there.  The results for the final model are shown below.
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d) What is your final model?  What is the associated regression equation?
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e) Look at the coefficients for the predictors.  Given what you know, do they make sense? Briefly explain why you think they do or why you think they do not.

The amount spent on faculty resources seems odd.  The more that is spent the lower the score.  A similar comment can be made for financial resources.  The more a school spends toward student academics, the lower the score.  The predictors with positive slope coefficients all make sense.  Since we are not quite sure what alumni rank is, it is unclear whether or not its slope coefficient makes sense.

f) Why will this approach not always result in the “best” set of predictors?

The problem with the approach that we have taken is that once a predictor is eliminated from the model it is never reconsidered.  You need to try all possible combinations of predictors to arrive at the ultimate “best” model.
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